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 8.2.1 Definition . 

A rectangular arrangement of numbers (which may be real or complex numbers) in rows 
and columns, is called a matrix. This arrangement is enclosed by small ( ) or big [ ] brackets. 

The numbers are called the elements of the matrix or entries in the matrix. A matrix is 
represented by capital letters A, B, C etc. and its elements by small letters a,b,c,x,y etc. The 
following are some examples of matrices:  











32

41
A , 














531

232

i

i
B , ]9,4,1[C ,  ][, lE

h

g

a

D 

















  

 8.2.2 Order of a Matrix. 
A matrix having m rows and n columns is called a matrix of order m×n or simply m×n 

matrix (read as 'an m by n matrix). A matrix A of order m×n is usually written in the following 
manner 

nmij

mnmjmmm

inijiii

nj

nj

aA

aaaaa

aaaaa

aaaaa

aaaaa

A 



























 ][or 
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22232221

11131211

, where 
nj

mi

,.....2,1

,.....2,1




 

Here ija denotes the element of ith row and jth column. Example : order of matrix 














726

513
is 2×3 

Note  :  A matrix of order m×n  contains mn elements. Every row of such a matrix 

contains n elements and every column contains m elements. 

 8.2.3 Equality of Matrices . 
Two matrix A and B are said to be equal matrix if they are of same order and their 

corresponding elements are equal Example: If 









125

361
A and 










321

321

bbb

aaa
B are equal 

matrices. 

Then 1,2,5,3,6,1 321321  bbbaaa  

 8.2.4 Types of Matrices. 
(1) Row matrix : A matrix is said to be a row matrix or row vector if it has only one row and 

any number of columns. Example :  [5  0  3] is a row matrix of order 1× 3 and [2] is a row 
matrix of order 1×1. 
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(2) Column matrix : A matrix is said to be a column matrix or column vector if it has only 

one column and any number of rows. Example : 

















 6

3

2

is a column matrix of order 3×1 and [2] is a 

column matrix of order 1×1. Observe that [2] is both a row matrix as well as a column matrix. 

(3) Singleton matrix : If in a matrix there is only one element then it is called singleton 

matrix.  

Thus, nmaijA  ][ is a singleton matrix if 1 nm Example : [2], [3], [a], [–3] are singleton 

matrices. 

(4) Null or zero matrix : If in a matrix all the elements are zero then it is called a zero matrix 

and it is generally denoted by O. Thus nmijaA  ][ is a zero matrix if 0ija for all i and j. 

Example : ]00[,
000

000
,

00

00
],0[ 
















are all zero matrices, but of different orders.  

(5) Square matrix : If number of rows and number of columns in a matrix are equal, then it is 

called a square matrix. Thus nmijaA  ][ is a square matrix if nm  . Example : 

















333231

232221

131211

aaa

aaa

aaa

is a 

square matrix of order 3×3 

(i) If nm  then matrix is called a rectangular matrix. 

(ii) The elements of a square matrix A for which nnaaaaeiji ,....,,.., 332211 are called diagonal 

elements and the line joining these elements is called the principal diagonal or leading diagonal 

of matrix A. 

(iii) Trace of a matrix : The sum of diagonal elements of a square matrix. A is called the 

trace of matrix A , which is denoted by tr A. 



n

i

nnii aaaaAtr
1

2211 ...  

Properties of trace of a matrix : Let nniiaA  ][ and nnijbB  ][ and  be a scalar 

(i) )()( AtrAtr     (ii) )()()( BtrAtrBAtr   (iii) )()( BAtrABtr     

(iv) )'()( AtrAtr   or )( TAtr  (v) nItr n )(    (vi) tr (0)= 0   

(vii) BtrAtrABtr .)(   

(6) Diagonal matrix : If all elements except the principal diagonal in a square matrix are 

zero, it is called a diagonal matrix. Thus a square matrix ][ ijaA   is a diagonal matrix if 

,0ija when ji  . 

Example : 

















400

030

002

is a diagonal matrix of order 3×3, which can be denoted by diag [2, 3, 

4] 

Note  :  No element of principal diagonal in a diagonal matrix is zero. 
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          Number of zeros in a diagonal matrix is given by nn 2  where n is the order of the 

matrix. 

  A diagonal matrix of order nn   having nddd ,.....,, 21 as diagonal elements is denoted 

by   ],...,,[diag 21 nddd . 

 (7) Identity matrix : A square matrix in which elements in the main diagonal are all '1' and 

rest are all zero is called an identity matrix or unit matrix. Thus, the square matrix ][ ijaA  is an 

identity matrix, if 









ji

ji
aij

if,0

if,1
  

 We denote the identity matrix of order n by nI . 

 Example : [1], 


























100

010

001

,
10

01
 are identity matrices of order 1, 2 and 3 respectively. 

 (8) Scalar matrix : A square matrix whose all non diagonal elements are zero and diagonal 

elements are equal is called a scalar matrix. Thus, if ][ ijaA  is a square matrix and 










ji

ji
aij

if,0

if,
, then A is a scalar matrix. 

 Example : [2], 


























500

050

005

,
10

01
 are scalar matrices of order 1, 2 and 3 respectively. 

 Note  :  Unit matrix and null square matrices are also scalar matrices. 

 (9) Triangular Matrix : A square matrix ][ ija is said to be triangular matrix if each element 

above or below the principal diagonal is zero. It is of two types  

 (i) Upper Triangular matrix : A square matrix ][ ija is called the upper triangular matrix, if 

0ija  when ji  .  

 Example : 

















600

340

213

 is an upper triangular matrix of order 3×3. 

 (ii) Lower Triangular matrix : A square matrix ][ ija is called the lower triangular matrix, if 

0ija when i< j. 

 Example : 

















254

032

001

 is a lower triangular matrix of order 3×3. 

  Note  :  Minimum number of zeros in a triangular matrix is given by 
2

)1( nn
where n is 

order of matrix. 

 Diagonal matrix is both upper and lower triangular.  
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 A triangular matrix nnijaa  ][ is called strictly triangular if 0ija for ni 1  

 

Example: 1 A square matrix ][ ijaA  in which 0ija for ji  and kaij  (constant) for ji  is called a   [EAMCET 2001]      [IIT Screening 1990]   

  

 (a) Unit matrix (b) Scalar matrix (c) Null matrix (d) Diagonal matrix 

 

Solution: (b) When 0ija for ji  and ija is constant for ji  then the matrix nnija ][ is called a scalar matrix  

Example: 2 If A, B are square matrix of order 3, A is non singular and ,0AB then B is a     [EAMCET 2002] 

 (a) Null matrix (b) Singular matrix (c) Unit matrix  (d) Non singular matrix 

Solution: (a) AB = 0 when B is null matrix.  

Example: 3 The matrix 















 

900

1130

752

is known as    

 (a) Symmetric matrix (b) Diagonal matrix (c) Upper triangular matrix  (d)Skew symmetric matrix 

Solution: (c) We know that if all the elements below the diagonal in a matrix are zero, then it is an upper 
triangular matrix.  

Example: 4 In an upper triangular matrix n×n, minimum number of zeros is    [Rajasthan PET 1999] 

 (a) 
2

)1( nn
 (b) 

2

)1( nn
 (c) 

2

)1(2 nn
  (d) None of these 

Solution: (a) As we know a square matrix ][ ijaA  is called an upper triangular matrix if 0ija for all i>j 

 
















































nn

nnnn

nnn

nnn

nnn

nnn

a

aa

aaaa

aaaaa

aaaaaa

aaaaaaa

A

00....0000

0....0000

....000

....00

....0

....

)1()1)(1(

4)1(4)2(444

3)1(3)2(33433

2)1(2)2(2242322

1)1(1)2(114131211

.  Number of zeros 

= 12.....)2()1(  nn
2

)1( nn 
  

Example: 5  If ][ ijaA  is a scalar matrix then trace of A is    

 (a) 
i j

ija  (b) 
i

ija  (c) 
j

ija   (d) 
i

iia  

Solution: (d) The trace of 




n

i

iiaA

1

Sum of diagonal elements. 

 8.2.5 Addition and Subtraction of Matrices. 

If nmijaA  ][ and nmijbB  ][ are two matrices of the same order then their sum A+B is a 

matrix whose each element is the sum of corresponding elements. i.e. nmijij baBA  ][  

 Example : If 



















14

31

25

A  and 



















33

22

51

B , then 











































47

53

76

3134

2321

5215

BA  

 Similarly, their subtraction BA  is defined as nmijij baBA  ][   
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 i.e. in above example 

















































21

11

34

3134

2321

5215

BA   

 Note  :  Matrix addition and subtraction can be possible only when matrices are of  the 

same order.  

 Properties of matrix addition : If A, B and C are matrices of same order, then  

 (i) ABBA  (Commutative law)   

 (ii) )()( CBACBA  (Associative law) 

 (iii) ,AAOOA  where O is zero matrix which is additive identity of the matrix. 

 (iv) AAAA  )(0)( , where )( A is obtained by changing the sign of every element of 

A, which is additive inverse of the matrix. 

 (v) CB
ACAB

CABA









(Cancellation law) 

 8.2.6 Scalar Multiplication of Matrices. 

Let nmijaA  ][ be a matrix and k be a number, then the matrix which is obtained by 

multiplying every element of A by k is called scalar multiplication of A by k and it is 

denoted by kA.  

Thus, if nmijaA  ][ , then nmijkaAkkA  ][ . Example : If 



















64

13

42

A ,  then 



















3020

515

2010

5 A  

Properties of scalar multiplication: 

If ,A B are matrices of the same order and ,  are any two scalars then  

(i) BABA   )(     (ii) AAA   )(  

(iii) )()()( AAA      (iv) )()()( AAA    

Note :  All the laws of ordinary algebra hold for the addition or subtraction of matrices 

and their multiplication by scalars. 

 8.2.7 Multiplication of Matrices. 

  Two matrices A and B are conformable for the product AB if the number of columns in A 

(pre-multiplier) is same as the number of rows in B (post multiplier).Thus, if nmijaA  ][ and 

pnijbB  ][ are two matrices of order m×n and pn  respectively, then their product AB is of order 

pm  and is defined as 



n

r

rjirij baAB
1

)(  

 





















nj

j

j
inii

b

b

b
aaa



1

2
21 ]...[ = (ith row of A)(jth column of B) .....(i),  where i=1, 2, ..., m and 

j=1, 2, ...p 

 Now we define the product of a row matrix and a column matrix. 
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 Let  naaaA ....21 be a row matrix and 





















nb

b

b

B

2

1

be a column matrix.  

 Then  nnbababaAB  ....2211   …(ii). Thus, from (i), 

 ijAB)( Sum of the product of elements of ith row of A with the corresponding elements of jth 

column of B. 

Properties of matrix multiplication 

If A,B and C are three matrices such that their product is defined, then  

(i) BAAB   (Generally not commutative) 

(ii) )()( BCACAB    (Associative Law) 

(iii) AIAIA     , where I is identity matrix for matrix multiplication 

(iv) ACABCBA  )(  (Distributive law) 

(v) If CBACAB    (Cancellation law is not applicable) 

(vi) If AB= 0 It does not mean that A= 0 or B = 0, again product of two non 

zero matrix may be a zero matrix. 

Note  :  If A and B are two matrices such that AB exists, then BA may or may not exist.   

 The multiplication of two triangular matrices is a triangular matrix. 

 The multiplication of two diagonal matrices is also a diagonal matrix and 

 diag ),....,(diag),....,(diag ),....,( 22112121 nnnn babababbbaaa   

  The multiplication of two scalar matrices is also a scalar matrix. 

  If A and B are two matrices of the same order, then  

 (i) BAABBABA  222)(    (ii) BAABBABA  222 )(  

 (iii) BAABBABABA  22))((   (iv) BAABBABABA  22))((  

 (v) )()()( ABBABA   

 8.2.8 Positive Integral Powers of A Matrix. 

The positive integral powers of a matrix A are defined only when A is a square matrix. Also 

then AAA .2  , AAAAAA 23 ..  . Also for any positive integers m ,n. 

(i) nmnm AAA       (ii) mnmnnm AAA )()(   

(iii) IIII mn  ,      (iv) nIA 0 where A is a square matrix of 

order n. 

 8.2.9 Matrix Polynomial . 

Let nn
nnn axaxaxaxaxf  


1
2

2
1

10 ...)( be a polynomial and let A be a square matrix of 

order n. Then nnn
nnn IaAaAaAaAaAf  


1
2

2
1

10 ...)( is called a matrix polynomial. 

Example : If 23)( 2  xxxf  is a polynomial and A is a square matrix, then IAA 232  is a 

matrix polynomial. 
 

Example: 6 If 









 2then,

cossin

sincos
AA




      [Rajasthan PET 2001]   
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 (a) 
















cossin

sincos
 (b) 

















cossin

sincos
 (c) 

















cossin

sincos
 (d) 

















cossin

sincos
  

Solution: (c)  Since 





























cossin

sincos

cossin

sincos
.2 AAA 
















2cos2sin

2sin2cos
 

Example: 7 If 









ab

ba
A  and 












2A then     [AIEEE 2003]   

 (a) abba   ,22  (b) abba 2,22    (c) 2222 , baba    (d) 22,2 baab     

Solution: (b) 


























ab

ba

ab

ba
A



2  

















22

22

2

2

baab

abba
. On comparing, we get, abba 2,22    

Example: 8 If Nn
i

i
A 








 ,

0

0
, then nA 4 equals      [AMU 1992]   

 (a) 








10

01
 (b) 









i

i

0

0
 (c) 









0

0

i

i
 (d) 









00

00
  

Solution: (a) 






























10

01

0

0

0

02

i

i

i

i
A ,  IAAA 



































10

01

10

01

10

01
. 224 ; 










10

01
)( 4 IIA nn    

Example: 9 If 
























1

1
,

12

11

b

a
BA and 222)( BABA  then value of a and b are    [Kurukshetra CEE 2002]   

 (a) 1,4  ba  (b) 4,1  ba  (c) 4,0  ba  (d) 4,2  ba   

Solution: (b) We have BABABABA  .)( 222  

 ∵ 0BAAB    0
12

12

32

2



























bb

aa

ba

ba
 

 0
422

122














ba

aba
. On comparing, we get, 01 a  1a  and 04 b   4b  

Example: 10 The order of 

































z

y

x

cfg

fbh

gha

zyx ][ is      [EAMCET 1994]   

 (a) 3×1 (b) 1×1 (c) 1×3 (d) 3×3  

Solution: (b) Order will be )11()13)(33)(31(    

Example: 11 Let 















 



100

0cossin

0sincos

)( 



F . Then )'().(  FF is equal to        [AMU 1995]   

 (a) )'(F  (b) )'/( F  (c) )'(  F  (d) )'(  F   

Solution: (c) We have 















 



100

0cossin

0sincos

)( 



F , 























100

0cossin

0sincos

)( 



F  

 



































 



100

0cossin

0sincos

100

0cossin

0sincos

)().( 







 FF























100

0)cos()sin(

0)sin()cos(





)(   F  

Example: 12 For the matrix 



















012

121

011

A , which of the following is correct    [Kerala (Engg.) 2001]   

 (a) 03 23  IAA  (b) 03 23  IAA  (c) 02 23  IAA  (d) 023  IAA   
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Solution: (b) 





















































143

265

132

012

121

011

012

121

011

.2 AAA , 





















































4129

61915

397

012

121

011

143

265

132

.23 AAA  

 IAA 























































100

010

001

3129

61815

396

4129

61915

397

.3 23   03 23  IAA  

Example: 13 If 


















15

01
,

11

0
BA


, then the value of  for which BA 2  is   [IIT Screening 2003]   

 (a) 1 (b) –1 (c) 4 (d) No real values  

Solution: (d) 
































11

0

11

0

11

0 2
2




A   ∵ BA 2  (given) 

 Then 





















 15

01

11

02




 12  and 51  . Clearly no real value of   

 8.2.10 Transpose of a Matrix.  

The matrix obtained from a given matrix A by changing its rows into columns or columns 

into rows is called transpose of Matrix A and is denoted by TA or A  . 

From the definition it is obvious that if order of A is m×n, then order of TA is n×m  

Example : Transpose of matrix 
32321

321












bbb

aaa
 is 

2333

22

11

 


















ba

ba

ba

  

Properties of transpose : Let A and B be two matrices then 

(i) AA TT )(        

(ii) ABABA TTT ,)(  and B being of the same order 

(iii) kkAkA TT ,)(   be any scalar (real or complex) 

(iv) AABAB TTT ,)(  and B being conformable for the product AB 

(v) 
TTTT

n

T

n
T

nn AAAAAAAAAA 12311321 .......).....(    

(vi) IIT       

 8.2.11 Determinant of a Matrix . 

If 



















333231

232221

131211

aaa

aaa

aaa

A be a square matrix, then its determinant, denoted by |A| or Det (A) is 

defined as  

     

333231

232221

131211

||

aaa

aaa

aaa

A   

Properties of determinant of a matrix 

(i) || A exists A is square matrix   (ii) |||||| BAAB   

(iii) |||| AAT        (iv) |,||| AkkA n if A is a square matrix of 

order n 
(v) If A and B are square matrices of same order then |AB|=|BA| 
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(vi) If A is a skew symmetric matrix of odd order then 0|| A  

(vii) If ),.....,(diag 21 naaaA  then naaaA ...|| 21  (viii) .|,||| NnAA nn   
 

Example: 14 If A and B are square matrices of same order then   
                         [Pb. CET 1992; Roorkee 1995; MP PET 1990; Rajasthan PET 

1992, 94] 
 (a) BAAB )(    (b) ABAB )(   

 (c) 0||0||if,0  BorAAB  (d) IBorIAAB  ||if,0   

Solution: (b)  nnjknnij bBaA   ][,][ , nniknnjknnij cbaAB   ][][][ , where jkijik bac   

 nnkinnik ccAB   ][][)( nnjinnkj ab  ][][ = AB   

 Alternatively, Let 
2222

40

31
,

43

21




















 BA ; 










253

111
AB  

 









2511

31
)( 'AB  …..(i)  and 



























2511

31

42

31

43

01''AB  …..(ii) 

 From (i) and (ii), ABAB )(  

Example: 15 If A,B are 3×2 order matrices and C is a 2×3 order matrix, then which of the following  matrices not 
defined   
         [Rajasthan PET 1998]  

 (a) BA t   (b) tCB   (c) CA t   (d) tt BA    

Solution: (a)  Order of A is 3 × 2 and order of B is 3 × 2 and order of tA is 2 × 3 then 

 32][  tt ABA + 23][ B is not possible because order are not same. 

 8.2.12 Special Types of Matrices. 
 (1) Symmetric and skew-symmetric matrix  

  (i) Symmetric matrix : A square matrix ][ ijaA  is called symmetric matrix if jiij aa  for all i, j 

or AAT   

 Example : 

















cfg

fbh

gha

 

 Note  :  Every unit matrix and square zero matrix are symmetric matrices. 

           Maximum number of different elements in a symmetric matrix is 
2

)1( nn
 

 (ii) Skew-symmetric matrix : A square matrix ][ ijaA  is called skew- symmetric matrix if 

jiij aa  for all i, j 

 or AAT  . Example : 





















0

0

0

fg

fh

gh

 

 Note  :  All principal diagonal elements of a skew- symmetric matrix are always zero 

because for any diagonal element. 0 ijijij aaa  

          Trace of a skew symmetric matrix is always 0. 

 Properties of symmetric and skew-symmetric matrices: 

 (i) If A is a square matrix, then AAAAAA TTT ,, are symmetric matrices, while TAA  is skew- 

symmetric matrix.  

 (ii) If A is a symmetric matrix, then ABBAAAKAA TnT ,,,,, 1  are also symmetric matrices, 

where Nn , RK   and B is a square matrix of order that of A 
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 (iii) If A is a skew-symmetric matrix, then  

 (a) nA 2 is a symmetric matrix for Nn ,  

 (b) 12 nA is a skew-symmetric matrix for Nn , 

 (c) kA is also skew-symmetric matrix, where Rk  , 

 (d) ABBT is also skew- symmetric matrix where B is a square matrix of order that of A.  

 (iv) If A, B are two symmetric matrices, then 

 (a) BAABBA  ,  are also symmetric matrices,  

 (b) BAAB  is a skew- symmetric matrix, 

 (c) AB is a symmetric matrix, when BAAB  . 

 (v) If A,B  are two skew-symmetric matrices, then 

 (a) BAABBA  , are skew-symmetric matrices,  

 (b) BAAB  is a symmetric matrix.  

 (vi) If A a skew-symmetric matrix and C is a column matrix, then TC AC is a zero matrix. 

 (vii) Every square matrix A can uniquelly be expressed as sum of a symmetric and skew-

symmetric matrix i.e.  

 
















 )(

2

1
)(

2

1 TT AAAAA . 

 (2) Singular and Non-singular matrix : Any square matrix A is said to be non-singular if 

,0|| A and a square matrix A is said to be singular if 0|| A . Here || A (or det(A) or simply det 

|A| means corresponding determinant of square matrix A.  

 Example : 









54

32
A  then AA  21210

54

32
||  is a non singular matrix. 

 (3) Hermitian and skew-Hermitian matrix : A square matrix ][ ijaA  is said to be hermitian 

matrix if AAeijiaa jiij  ... . Example : 




































2225

2543

25433

,

ii

ii

ii

dicb

icba
 are Hermitian 

matrices. 

 Note  :  If A is a Hermitian matrix then  iiii aa iia  is real ,i  thus every diagonal element 

of a Hermitian matrix must be real. 

 A Hermitian matrix over the set of real numbers is actually a real symmetric 
matrix and a square matrix, A=|aij| is said to be a skew-Hermitian if 

AAeijiaa jiij  ..,. .   

 Example : 




































0421

42223

1233

,
02

20

ii

iii

iii

i

i
 are skew-Hermitian matrices. 

 If A is a skew-Hermitian matrix, then 0 iiiiiiii aaaa i.e. iia must be purely 

imaginary or zero.  
 A skew-Hermitian matrix over the set of real numbers is actually a real skew-

symmetric matrix. 

 (4) Orthogonal matrix : A square matrix A is called orthogonal if AAIAA TT   i.e. if TAA 1  

 Example : 

















cossin

sincos
A is orthogonal because TAA 
















cossin

sincos1  
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 In fact every unit matrix is orthogonal. 

 (5) Idempotent matrix : A square matrix A is called an idempotent matrix if AA 2 . 

 Example : 








2/12/1

2/12/1
is an idempotent matrix, because AA 























2/12/1

2/12/1

4/14/14/14/1

4/14/14/14/12 . 

 Also, 


















10

00
and   

00

01
BA  are idempotent matrices because AA 2  and BB 2 . 

 In fact every unit matrix is indempotent.  

 (6) Involutory matrix : A square matrix A is called an involutory matrix if IA 2 or AA 1  

 Example : 









10

01
A is an involutory matrix because IA 










10

012  

 In fact every unit matrix is involutory. 

 (7) Nilpotent matrix : A square matrix A is called a nilpotent matrix if there exists a 

Np  such that 0pA  

 Example : 









01

00
A is a nilpotent matrix because 0

00

002 







A    (Here P = 2)  

 (8) Unitary matrix : A square matrix is said to be unitary, if AA ' I since |||| AA  and 

|||'||'| AAAA  therefore if A A=I, we have 1|||'| AA  

 Thus the determinant of unitary matrix is of unit modulus. For a matrix to be unitary it 

must be non-singular. 

Hence IAAIAA   

 (9) Periodic matrix : A matrix A will be called a periodic matrix if AAk 1 where k is a 

positive integer. If, however k is the least positive integer for which ,1 AAk  then k is said to be 

the period of A. 

 (10) Differentiation of a matrix : If 









)()(

)()(

xlxh

xgxf
A  then 














)()(

)()(

xlxh

xgxf

dx

dA
is a differentiation of 

matrix A. 

 Example : If 









22

sin2

x

xx
A then 










02

cos2 xx

dx

dA
 

 (11) Submatrix : Let A be m×n matrix, then a matrix obtained by leaving some rows or 

columns or both, of A is called a sub matrix of A. Example : If 



















352

223

012

'A and 








35

22
are sub 

matrices of matrix















 



1352

4223

1012

A   

 (12) Conjugate of a matrix : The matrix obtained from any given matrix A containing complex 

number as its elements, on replacing its elements by the corresponding conjugate complex 
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numbers is called conjugate of A and is denoted by A  . Example : 

























7878

766554

433221

i

iii

iii

A  then 

























7878

766554

433221

i

iii

iii

A  

 Properties of conjugates : 

 (i)   AA      (ii)   BABA   

 (iii)  ,)( AA  being any number (iv) ABAAB ,)(  and B being conformable for 

multiplication.  

 (13) Transpose conjugate of a matrix : The transpose of the conjugate of a matrix A is called 

transposed conjugate of A and is denoted by .A The conjugate of the transpose of A is the same 

as the transpose of the conjugate of A i.e. AAA  )()( . 

 If nmijaA  ][ then mnjibA  ][ where ijji ab  i.e. the thij ),( element of A the conjugate of 

thji ),( element of A. 

 Example : If 

























7878

766554

433221

i

iii

iii

A ,  then 

























77643

876532

85421

ii

iii

ii

A  

 Properties of transpose conjugate 

 (i) AA  )(  (ii)  BABA  )(       (iii) ,)(  AKkA  K being any number (iv) 
 ABAB )(  

  

Example: 16 The matrix 























0117

1105

750

is known as       [Karnataka CET 2000] 

 (a) Upper triangular matrix (b) Skew-symmetric matrix (c) Symmetric matrix (d) Diagonal matrix  

Solution: (b) In a skew-symmetric matrix, 3,2,1,  jiaa jiij and ij  , iiii aa    each aii =0 

 Hence the given matrix is skew-symmetric matrix ][ AAT  . 

Example: 17 The matrix 























321

431

42 

is non singular if      [Kurukshetra CEE 2002]  

 (a) 2  (b) 2  (c) 3  (d) 3   

Solution: (a) The given matrix 

























321

431

42 

A is non singular If |A|  0  

   0

321

431

42

|| 











A   0

321

431

031









][ 211 RRR   

  


































133

322
,0

350

110

031

||
RRR

RRR
A





  

                   0)53(1     02    2  
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Example: 18 The matrix 





















122

212

221

3

1
A is      [Kurukshetra CEE 2002] 

 (a) Orthogonal (b) Involutary (c) Idempotent (d) Nilpotent  

Solution: (a) Since for given 

122

212

221

3

1



A . For orthogonal matrix )33(  IAAAA TT   

  








































122

212

221

122

212

221

3

1TAA I3

900

090

009

3

1


















 . Similarly IAA T 3 . Hence A is orthogonal  

Example: 19 If 













132

24

xx

x
A is symmetric, then x =      [Karnataka CET  1994] 

 (a) 3 (b) 5 (c) 2 (d) 4  

Solution: (b) For symmetric matrix, TAA    

























132

24

12

324

xx

x

xx

x
  232  xx   5x  

Example: 20  If A and B are square matrices of order n×n, then 2)( BA  is equal to          [Karnataka CET 1999; Kerala 

(Engg.) 2002] 

 (a) 22 BA   (b) 22 2 BABA   (c) 22 2 BABA   (d) 22 BBAABA    

Solution: (d) Given A and B are square matrices of order n×n we know that 

 222 ))(()( BBAABABABABA   

Example: 21 If ,
cossin

sincos







 





A then which of the following statement is not correct   [DCE 2001]  

 (a) A is orthogonal matrix (b) TA  is orthogonal matrix (c) Determinant  1A  (d) A is not invertible   

Solution: (d) ,01|| A therefore A is invertible. Thus (d) is not correct    

Example: 22 Matrix A is such that IAA  22 where I is the identity matrix. Then for  nAn ,2     [EAMCET 1992] 

 (a) InnA )1(   (b) InA   (c) InAn )1(2 1   (d) IAn 12   

Solution: (a) We have, IAA  22   AIAAA )2(.2  ; IAAA  23 2 IAIA  ]2[2   IAA 233   

 Similarly IAA 344   and hence InnAAn )1(   

Example: 23 Let 

























001

010

100

A , the only correct statement about the matrix A is    [AIEEE 2004] 

 (a) IA 2    (b) IA )1( , where I is unit matrix  

 (c) 1A does not exist   (d) A is zero matrix 

Solution: (a)  















































001

010

100

001

010

100

.2 AAA I



















100

010

001

.  Also, 1A exists as 1|| A      

 8.2.13 Adjoint of a Square Matrix. 

 Let ][ ijaA  be a square matrix of order n and let ijC be cofactor of ija in  A. Then the 

transpose of the matrix of cofactors of elements of A is called the adjoint of A and is denoted by 

adj A 
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 Thus, adj  jiij
T

ij CAadjCA )(][ cofactor of jia in A. 

 If ,

333231

232221

131211



















aaa

aaa

aaa

A then  ;

332313

322212

312111

333231

232221

131211





































CCC

CCC

CCC

CCC

CCC

CCC

Aadj

T

 

 Where ijC denotes the cofactor of ija in A. 

 Example : pCqCrCsC
sr

qp
A 








 22211211 ,,,,  

 


























pr

qs

pq

rs
Aadj

T

 

 Note :  The adjoint of a square matrix of order 2 can be easily obtained by interchanging 

the diagonal elements and changing signs of off diagonal elements. 
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 Properties of adjoint matrix : If A, B are square matrices of order n and nI is corresponding unit matrix, 

then  (i) AAadjIAAadjA n )(||)(   (Thus A (adj A) is always a scalar matrix) 

 (ii) 1||||  nAAadj    (iii) AAAadjadj n 2||)(   

 (iv) 
2)1(|||)(|  nAAadjadj    (v) TT AadjAadj )()(   

 (vi) ))(()( AadjBadjABadj     (vii) NmAadjAadj mm  ,)()(  

 (viii) RkAadjkkAadj n   ),()( 1    (ix) nn IIadj )(  

 (x) OOadj )(    (xi) A is symmetric  adj A is also symmetric. 

 (xii) A is diagonal  adj A is also diagonal.  (xiii) A is triangular  adj A is also triangular. 

 (xiv) A is singular  |adj A|= 0 

 8.2.14 Inverse of a Matrix. 

 A non-singular square matrix of order n is invertible if there exists a square matrix B of the same order 

such that BAIAB n  . 

 In such a case, we say that the inverse of A is B and we write BA 1  

 The inverse of A is given by Aadj
A

A .
||

11   

 The necessary and sufficient condition for the existence of the inverse of a square matrix A is that 

0|| A  

 Properties of inverse matrix: 

 If A and B are invertible matrices of the same order, then  

 (i) AA  11)(     (ii) TT AA )()( 11    

 (iii) 111)(   ABAB    (iv) NkAA kk   ,)()( 11  [In particular ])()( 2112   AA  

 (v) 11 )()(   AadjAadj    (vi) 11 ||
||

1
||   A

A
A  

 (vii) A = diag )...( 21 naaa )...( 11
2

1
1

1   naaadiagA  (viii) A is symmetric  1A  is also symmetric. 

 (ix) A is diagonal, 10||  AA is also diagonal. (x) A is scalar matrix  1A is also scalar matrix. 

 (xi) A is triangular, 0|| A  1A is also triangular. (xii) Every invertible matrix possesses a unique 

inverse. 

Note  :  (Cancellation law with respect to multiplication) 

 If A is a non singular matrix i.e., if 0|| A ,then 1A exists and )()( 11 ACAABAACAB     

  CAABAA )()( 11     CBICIB    0||  ACBACAB  
   

Example: 24 If 









43

24
A , then || Aadj is equal to      [UPSEAT 2003]  

 (a) 16 (b) 10 (c) 6 (d) None of these  

Solution: (b) 













43

24
Aadj  
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 10616
43

24
|| 




Aadj   

Example: 25 If 3, – 2 are the Eigen values of non-singular matrix A and |A| = 4 . Then Eigen values of adj (A) are   

                 [Kurukshetra CEE 2002]   

 (a) 3/4, –1/2  (b) 4/3, –2 (c) 12, –8  (d) –12, 8  

Solution: (b)  Since 
||

1

A

Aadj
A  and if  is Eigen value of A then 1 is Eigen value of 1A , thus for ||)()( 1 AxAxAadj   

 IA 1.||    

 )(Aadj corresponding to Eigen value 

 3  is = 4/3 and for 2 is = 2/4   = –2  

Example: 26 If matrix 



















110

121

423

A and )(
11 Aadj
K

A  , then K is       [UPSEAT 2002] 

 (a) 7 (b) –7 (c) 1/7 (d) 11  

Solution: (d) We know that 
||

)(1

A

Aadj
A  .  We have )(

11 Aadj
K

A   i.e. || AK    

 and 

110

121

423

K  )1(4)1(2)3(3  11429   

Example: 27 The inverse of matrix 









dc

ba
A is 

         [AMU 2001]                  

 (a) 












ac

bd
 (b) 













 ac

bd

bcad

1
 (c) 









10

01

||

1

A
 (d) 













cd

ab
  

Solution: (b) Here bcad
dc

ba
A || ,  














ac

bd
Aadj )( . Hence 
















ac

bd

bcad
A

11   

Example: 28 Let 























111

312

111

A and 





















321

05

224

.10 B . If B is the inverse of matrix A, then  is    [AIEEE  2004] 

 (a) 5 (b) –1 (c) 2 (d) –2  

Solution: (a) We have, 























111

312

111

A ,   10)1(1)5(1)4(1|| A  and 





















321

505

224

)(Aadj   

 Then 





















321

505

224

10

11A   

 According to question, B is the inverse of matrix A. Hence 5  

Example: 29 Matrix 















 



10

312

01

K

K

A is invertible for       [UPSEAT 2002] 

 (a) 1K  (b) 1K  (c) 0K  (d) All real K  

Solution: (d) For invertible, 0|| A  i.e., 0

10

312

01





K

K
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 0)()1(1  KK   01|| 2  KA , which is true for all real K . 

Example: 30 Let p be a non-singular matrix,      [Orissa JEE 2002] 

 0.......1 2  nppp  (0 denotes the null matrix), then 1p =         [] 

 (a) np  (b) np  (c) ).....1( npp   (d) None of these 

Solution: (a) We have, 01 2  nppp   

 Multiplying both sides by 1p , 111 .0.....   pIpIpIp n  

 0)....1( 11   nppIp    )....1( 121   npppIp
nn pp  )( . 

Example: 31 Let ,

100

0cossin

0sincos

)(















 

 



f where R ,then 1)]([ f is equal to     [AMU 2000] 

 (a) )( f  (b) )( 1f  (c) )2( f  (d) None  

Solution: (a) 1

100

0cossin

0sincos

|)(| 



 



f  , adj  of 

100

0cossin

0sincos

)( 



 f  

 

100

0cossin

0sincos

)]([ 1 



 f  ......(i)      and   

100

0cossin

0sincos

)( 



 f ......(ii)  

 From (i) and (ii),   ][)(
1

 


ff  

Example: 32 If I is a unit matrix of order 10, then the determinant of I is equal to     [Kerala (Engg.) 2002] 

 (a) 10 (b) 1 (c) 1/10 (d) 9  

Solution: (b) Determinant of unit matrix of any order =1.  

Example: 33 If 













2

2
A and 125|| 3 A then  =      [IIT Screening 2004] 

 (a) 3  (b) 2  (c) 5  (d) 0  

Solution: (a) 5||||||125 33  AAA  and 54|| 2  A   92    3  

Example: 34 If |A| denotes the value of the determinant of the square matrix A of order 3, then  |2| A  [MP PET 1987, 89, 92, 2000] 

 (a) ||8 A  (b) ||8 A  (c) ||2 A  (d) None of these 

Solution: (a)  We know that, det. AA n det)1()(  , where n is order of square matrix  

 If A is square matrix of order 3, Then 3n . Hence ||8||)2(|2| 3 AAA  . 

Example: 35 For how many value (s) of x in the closed interval [–4, –1] is the matrix 























213

213

213

x

x

x

singular 

          [Karnataka CET  2002] 

 (a) 2 (b) 0 (c) 3 (d) 1  

Solution: (d) 0

213

213

213









x

x

x

  

 0

213

213

0









x

x

xx

      ][ 211 RRR    ,     0

213

0

0









x

xx

xx

       ][ 322 RRR   

 0

213

00









x

xxx

x

         ][ 322 CCC   

 0)]3()[(  xxxx  0)4( 2  xxx    4,0 x  
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 Hence only one value of x in closed interval [–4,–1] i.e. 4x  

Example: 36 Inverse of diagonal matrix (if it exists) is a  

 (a) Skew-symmetric matrix (b) Diagonal matrix (c) Non invertible matrix (d) None of these 

Solution: (b) Let )......,,,(diag 321 nddddA    

 As A is invertible, therefore 0)det( A   0.......,,, 321 ndddd   0
i

d  for i = 1, 2, 3…..n 

 Here, cofactor of each non diagonal entry is 0 and cofactor of iia  

 niinii
i dddddddddddddiag ,......,......,,)].....,,.....,,,([det)1( 1132111321

1


 
i

nii

i d

A
didddddd

d

||
].....,,,.....,,,[

1
11321    

 ,
1

.......,
1

,
1

)(
||

1

21

1
















nddd
diagAadj

A
A  which is a diagonal matrix 

 8.2.15 Elementary Transformations or Elementary Operations of a Matrix. 
 The following three operations applied on the rows (columns) of a matrix are called elementary row 
(column) transformations 

 (1) Interchange of any two rows (columns) 

 If ith row (column) of a matrix is interchanged with the ith row (column), it will be denoted by 

)( jiji CCRR   

 Example : 



















423

121

312

A , then by applying 32 RR  , we get 





















121

423

312

B  

 (2) Multiplying all elements of a row (column) of a matrix by a non-zero scalar 

 If the elements of ith row (column) are multiplied by a non-zero scalar k, it will be denoted by 

)(kRR ii  , )]([ kCC ii  or ][, iiii kCCkRR   

 If























321

210

123

A , then by applying 22 3RR  we obtain 























321

630

123

B  

 (3) Adding to the elements of a row (column), the corresponding elements of any other row (column) 
multiplied by any scalar k. If k times the elements of jth row (column) are added to the corresponding elements 

of the ith row (column), it will be denoted by  jiijii kCCCkRRR    

 If ,

1310

2011

1312

















A then the application of elementary operation 133 2RRR  gives the matrix 

 ,

3934

2011

1312

















B  If a matrix B is obtained from a matrix A by one or more elementary transformations, 

then A and B  are equivalent matrices and we write BA ~  

 Let ,

4213

3412

4321

















A then ,

4213

1111

4321

~

















A   applying 122 )1( RRR   

 



















2211

2111

1321

~ , applying 344 )1( CCC   

  An elementary transformation is called a row transformation or a column transformation according as it 
is applied to rows or columns. 
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 8.2.16 Elementary Martix. 

 A matrix obtained from an identity matrix by a single elementary operation (transformation) is called an 

elementary matrix. Example : 

















































010

100

001

,

001

010

100

100

010

031

 are elementary matrices obtained from 3I by 

subjecting it to the elementary transformations 31211 ,3 CCRRR   and 32 RR  respectively. 

 Theorem 1 : Every elementary row (column) transformation of an m×n matrix (not identity matrix) can be 

obtained by pre-multiplication (post- multiplication) with the corresponding elementary matrix obtained from the 

identity matrix mI )( nI by subjecting it to the same elementary row (column) transformation. 

 Theorem 2 : Let ABC  be a product of two matrices. Any elementary row (column) transformation of 

AB can be obtained by subjecting the pre-factor A (post factor B) to the same elementary row (column) 

transformation.     

 Method of finding the inverse of a matrix by elementary transformations : Let A be a non singular 

matrix of order n. Then A can be reduced to the identity matrix nI by a finite sequence of elementary 

transformation only. As we have discussed every elementary row transformation of a matrix is equivalent to 

pre-multiplication by the corresponding elementary matrix. Therefore there exist elementary matrices 

kEEE ....., 21 such that  

  nkk IAEEEE  )( 12...1   

 11
121 )...( 

  AIAAEEEE nkk    (post multiplying by 1A ) 

 1
121 )...( 

  AIEEEE nkk           )and( 111
nn IAAAAI    nkk IEEEEA )...( 121

1


   

 Algorithm for finding the inverse of a non singular matrix by elementary row transformations 

 Let A be non- singular matrix of order n 

 Step I : Write AIA n  

 Step II : Perform a sequence of elementary row operations successively on A on the LHS and the pre 

factor nI on the RHS till we obtain the result BAIn   

 Step III : Write BA 1  

 Note :  The following steps will be helpful to find the inverse of a square matrix of order 3 by using 

elementary row transformations. 
 Step I : Introduce unity at the intersection of first row and first column either by interchanging two rows or 

by adding a constant multiple of elements of some other row to first row. 
 Step II : After introducing unity at (1,1) place introduce zeros at all other places in first column. 
 Step III Introduce unity at the intersection of 2nd row and 2nd column with the help of 2nd and 3rd row. 
 Step IV : Introduce zeros at all other places in the second column except at the intersection of 2nd row 
and 2nd column. 
 Step V : Introduce unity at the intersection of 3rd row and third column. 
 Step VI : Finally introduce zeros at all other places in the third column except at the intersection of third 

row and third column. 

Example: 37 Using elementary row transformation find the inverse of the matrix 

























053

102

213

A          [] 
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 (a) 























4/12/34/5

8/14/38/3

8/14/58/5

 (b) 





















130

133

155

8

1
 (c) 





















21210

163

155

8

1
 (d) None of these 

Solution: (a) We have A=IA  A









































100

010

001

053

102

213

 

Applying )( 211 RRR   A















 

























100

010

011

053

102

111

 

Applying 122 2RRR   and 133 3RRR  , A















































133

032

011

320

120

111

 

  Applying ARR















































133

02/31

011

320

2/110

111

,2/22  

Applying 211 RRR   and 233 2RRR  , A



































 

165

02/31

02/10

400

2/110

2/101

 

  Applying 4/33 RR  , A

































 

4/14/64/5

02/31

02/10

100

2/110

2/101

 

  Applying 322311
2

1
 and

2

1
RRRRRR  , A









































4/12/34/5

8/14/38/3

8/14/58/5

100

010

001

 

               

























4/12/34/5

8/14/38/3

8/14/58/5
1A  

 8.2.17 Rank of Matrix . 

 Definition : Let A be a m×n matrix. If we retain any r rows and r columns of A we shall have a square 

sub-matrix of order r. The determinant of the square sub-matrix of order r is called a minor of A order r. 

Consider any matrix A which is of the order of 3×4 say,

1051

7621

5431

A . It is 3×4 matrix so we can have 

minors of order 3, 2 or 1. Taking any three rows and three columns minor of order three. Hence minor of order 

0

051

621

431

3    

 Making two zeros and expanding above minor is zero. Similarly we can consider any other minor of order 

3 and it can be shown to be zero. Minor of order 2 is obtained by taking any two rows and any two columns. 

 Minor of order 0132
21

31
2  . Minor of order 1 is every element of the matrix. 

Rank of a matrix: The rank of a given matrix A is said to be r if 

 (1) Every minor of A of order r+1 is zero 
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 (2) There is at least one minor of A of order r which does not vanish  

 Note :  If a minor of A is zero the corresponding submatrix is singular and if a minor of A is not zero 

then corresponding  submatrix is non-singular. 

 Here we can also say that the rank of a matrix A is said to be r if 

 (i) Every square submatrix of order r+1 is singular. 

 (ii) There is at least one square submatrix of order r which is non-singular. 

 The rank r of matrix A is written as rA )(  

 Working rule  :  Calculate the minors of highest possible order of a given matrix A. If it is not zero, then 

the order of the minor is the rank. If it is zero and all other minors of the same order be also zero, then 

calculate minor of next lower order and if at least one of them is not zero then this next lower order will be the 

rank. If, however, all the minors of next lower orders are zero, then calculate minors of still next lower order 

and so on.   

Note :   The rank of the null matrix is not defined and the rank of every non-null matrix is greater than or 

equal to 1.  

            The rank of a singular square matrix of order n cannot be n. 

 8.2.18 Echelon form of a Matrix.  

 A matrix A is said to be in Echelon form if either A is the null matrix or A satisfies the following conditions: 

 (1) Every non- zero row in A precedes every zero row. 

 (2) The number of zeros before the first non-zero element in a row is less than the number of such zeros 

in the next row. 

 It can be easily proved that the rank of a matrix in Echelon form is equal to the number of non-zero row of 

the matrix. Example : The rank of the matrix 



















0000

5200

1230

A is 2   because it is in Echelon form and it has 

two non-zero rows. The matrix





















400

100

520

A is not in Echelon form, because the number of zeros in second 

row is not less than the number of zeros in the third row. To reduce A in the echelon form, we apply some 

elementary row transformations on it. Applying ,4 233 RRR  we obtain ,

000

100

520

~

















A which is in Echelon 

form and contains 2 non zero rows. Hence, 2)( Ar    

 Rank of a matrix in Echelon form : The rank of a matrix in Echelon form is equal to. the number of non-

zero rows in that matrix. 

 Algorithm for finding the rank of a matrix : Let ][ ijaA  be an m×n matrix. 

 Step I : Using elementary row transformations make 111 a  

 Step II : Make 13121 ,....,, maaa all zeros by using elementary transformations, 

111313312122 ,....., RaRRRaRRRaRR mmm   

 Step III :  Make 122 a by using elementary row transformations. 
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 Step IV : Make 24232 ,....,, maaa all zeros by using 222424423233 ,..., RaRRRaRRRaRR mmm   

 The process used in steps III and IV is repeated upto thm )1(   row. Finally we obtain a matrix in Echelon 

form, which is equivalent to the matrix A. The rank of A will be equal to the number of non-zeros rows in it. 

Example: 38 The rank of the matrix 





















2420

1210

4132

A is      [Kurukshetra CEE 2002 ] 

 (a) 2 (b) 3 (c) 1 (d) Indeterminate  

Solution: (a) We have 

43
2420

1210

4132




















A ,  Considering 3×3 minor 

33
420

210

132




















its determinant is 0. 

 Similarly considering , 





















220

110

432

, 





















240

120

412

  and 





















242

121

413

, their determinant is 0 each rank can not 

be 3 

 Then again considering a 2×2 minor, 








 20

32
, which is non zero. Thus, rank =2 

Example: 39 The rank of the matrix 























121

442

521

a

a is       [Roorkee 1988] 

 (a) 1 if  a = 6 (b) 2 if a =1 (c) 3 if a = 2 (d) 1 if a = – 6 

Solution: (b,d) Let 

























121

442

521

a

aA  

121

600

600









a

a

a

121

600

000





a

a  

 When 6a ,    

521

000

000



A       , 1)(  Ar  

 When 1a , 

221

700

000



A      2)(  Ar ,  When 6a , 

721

1200

000



A  , 2)(  Ar  

 When 2a , 

321

800

000



A    , 2)(  Ar  

Example: 40 The value of x  so that the matrix 























cxba

cbxa

cbax

has rank 3 is   

 (a) 0x  (b) cbax    

 (c) 0x and )( cbax    (d) cbaxx  ,0  

Solution: (c) Since rank is 3, 0|| 33 A , 0

33










cxba

cbxa

cbax

 

  0







cxbcbax

cbxcbax

cbcbax

       , Applying  )( 3211 CCCC    
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  0

1

1

1

)( 





cxb

cbx

cb

cbax   0

1

1

1

,0 





cxb

cbx

cb

cbax  

 )( cbax  , 0

1

0

0









cxb

xx

cx

  0x   

 8.2.19 System of Simultaneous Linear Equations .  

 Consider the following system of m linear equations in n unknowns 

11212111 ... bxaxaxa nn   

22222121 ... bxaxaxa nn   

...       ...    ...    ...     ... 

            ...       ...    ...    ...     ... 

          mnmnmm bxaxaxa  ...2211  

 The system of equations can be written in matrix form as 
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 The m×n matrix A is called the coefficient matrix of the system of linear equations. 

 (1) Solution : A set of values of the variables nxxx ......, 21 which simultaneously satisfy all the equations 

is called a solution of the system of equations.  Example : 3,2  yx   is a solution of the system of linear 

equations 12,33  yxyx , because 3(2) +(–3)=3 and 2(2)+(–3)=1 

 (2) Consistent system : If the system of equations has one or more solutions, then it is said to be a 

consistent system of equations, otherwise it is an inconsistent system of equations. Example : the system of 

linear equation  1064,532  yxyx is consistent, because x=1,  y =1 and 3/1,2  yx are solutions of 

it. 

 However, the system of linear equations 1064,532  yxyx   is inconsistent, because there is no 

set of values of x, y which satisfy the two equations simultaneously. 

 (3) Homogeneous and non-homogeneous system of linear equations: A system of equations AX=B 

is called a homogeneous system if 0B . Otherwise, it is called a non-homogeneous system of equations. 

 Example : The system of equations,  53,032  yxyx  is a homogeneous system of linear equations 

whereas the system of equations given by 53,132  yxyx  is a non homogeneous system of linear 

equations. 

 8.2.20 Solution of a Non Homogeneous System of Linear Equations.   

 There are three methods of solving a non homogeneous system of simultaneous linear equations. 

 (1) Determinant Method (Cramer's Rule)      (2) Matrix method  (3) Rank method 

 We have already discussed the determinant method (Cramer's rule) in chapter determinants. 
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 (1) Matrix method : Let BAX  be a system of n linear equations with n unknowns. If A is non-singular, 

then 1A  exists. BAAXABAX 11 )(   , [pre-multiplying by 1A ]   

 BAXAA 11 )(   ,   [by associativity]  

 BAXBAXIn
11    . Thus, the system of equations BAX   has a solution given by BAX 1 . 

 Now, let 1X and 2X be two solutions of BAX  . then,  BAX 1  and BAX 2  

)()( 2
1

1
1

21 AXAAXAAXAX     2
1

1
1 )()( XAAXAA    21 XIXI nn   21 XX  . 

 Hence, the given system has a unique solution. 

 Thus, if A is a non-singular matrix, then the system of equations given by BAX  has a unique solution 

given by BAX 1 . 

 If A is a singular matrix, then the system of equations given by AX=B may be consistent with infinitely 

many solutions or it may be inconsistent also. 

 Criterion of consistency : Let BAX  be a system of n-linear equations in n unknowns. 

 (i) If ,0|| A  then the system is consistent and has a unique solution given by BAX 1  

 (ii) If 0|| A and (adj A) 0B , then the system is consistent and has infinitely many solutions. 

 (iii) If 0|| A and 0)( BAadj , then the system is inconsistent  

 Algorithm for solving a non-homogeneous system of linear equations : We shall give the algorithm 

for three equations in three unknowns. But it can be generalized to any number  of equations.    

 Let BAX   be a non-homogenous system of 3 linear equations in 3 unknowns. To solve this system of 

equations we proceed as follows 

 Step I : Write the given system of equations in matrix form, BAX  and obtain A, B.  

  Step II : Find || A  

 Step III : If 0|| A , then write "the system is consistent with unique solution". obtain the unique solution 

by the following procedure. Find 1A by using Aadj
A

A
||

11   obtain the unique solution given by BAX 1   

 Step IV : If ,0|| A then write "the system is either consistent with infinitely many solutions or it is 

inconsistent. To distinguish these two, proceed as follows: Find (adj A) B. 

 If 0)( BAadj , then write "the system is inconsistent”. 

 If 0)( BAadj , then the system is consistent with infinitely many solution. To find these solutions proceed 

as follows. Put kz  (any real number) and take any two equations out of three equations. Solve these 

equations for x and y. Let the values of x and y be  and   respectively. Then x , y kz  is the 

required solution, where any two of k,, are functions of the third.      

 (2) Rank method : Consider a system of m simultaneous linear equations in n unknowns nxxx ....,, 21 , 

given by  11313212111 ....... bxaxaxaxa n   

 

22323222121 ....... bxaxaxaxa nn   

 mnmnmmm bxaxaxaxa  ....332211  

 This system of equations can be written in matrix form as  
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 The matrix A is called the coefficient matrix and the matrix 
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is called the augmented matrix of the given system of 

equations. This matrix is obtained by adding )1( n  column to A. The elements of this column are 

mbbb ....,, 21  

 For example, the augmented matrix of the system of equation      

 132  zyx  

 52  zyx  

 1 zyx is  
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1312

 

 A non-homogeneous system of linear equations may have a unique solution, or many solutions or no 
solution at all. If it has a solution (whether unique or not) the system is said to be consistent. Otherwise it is 
called an inconsistent system. The following theorems tell us about the condition for consistency of a system of 
linear equations  

 Theorem 1 : The system of linear equations BAX   is consistent iff the rank of the augmented matrix 

]:[ BA  is equal to the rank of the coefficient matrix A. 

 Theorem 2  :  Let BAX  be a system of m simultaneous linear equations in n unknowns.  

 Case I :  If nm  , then 

 (i)  if ,):()( nBArAr  then system of linear equations has a unique solution. 

 (ii) if ,):()( nrBArAr   then system of linear equations is consistent and has infinite number of 

solutions. In fact, in this case )( rn  variables can be assigned arbitrary values. 

 (iii) if ),:()( BArAr  then the system of linear equations is inconsistent i.e. it has no solution.   

 Case II : If nm  and ,):()( rBArAr  then nmr  and so from (ii) in case I, there are infinite number 

of solutions. 

 Thus, when the number of equations is less than the number of unknowns and the system is consistent, 
then the system of equations will always have an infinite number of solutions. 

 Algorithm for solving a non-homogeneous system AX=B of linear equations by rank method 

  Step I: Obtain A, B. 

 Step II : Write the Augmented matrix [A : B]. 

 Step III : Reduce the augmented matrix to Echelon form by applying a sequence of elementary row-

operations. 
 Step IV : Determine the number of non-zero rows in A and [A : B] to determine the ranks of A and [A :B] 

respectively. 
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 Step V: If ):()( BArAr  then write "the system is inconsistent" STOP else write "the system is 

consistent", go to Step VI  

 Step VI : If ):()( BArAr  = number of unknowns, then the system has a unique solution which can be 

obtained by back substitution. 

 If ):()( BArAr  < number of unknowns, then the system has an infinite number of solutions which can 

also be obtained by back substitution. 

Example: 41 If 
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zxyx
  then values of wzyx ,,, are       [Rajasthan PET 2002] 

 (a) 2, 2, 3, 4 (b) 2, 3, 1,2  (c) 3, 3, 0, 1 (d) None of these  

Solution: (a) We have 
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 ,4 yx  72  zx , 0 yx and 102 z   2x and 4,3,2  wzy   

Example: 42 The system of linear equation 2 zyx , ,32  zyx 423  kzyx has unique solution if  [EAMCET 1994] 

 (a) 0K  (b) 11  K  (c) 22  K  (d) 0K  

Solution: (a) The given system of equation has a unique solution if 00

23

112

111

 K

k

 

 

 8.2.21 Cayley-Hamilton Theorem . 

 Every matrix satisfies its characteristic equation e.g. let A be a square matrix then 0||  xIA is the 

characteristics equation of A. If 0754 23  xxx is the characteristic equation for A, then 

0754 23  IAAA  

 Roots of characteristic equation for A are called Eigen values of A or characteristic roots of A or latent roots 

of A. 

 If  is characteristic root of A, then 1 is characteristic root of 
1A . 

 8.2.22  Geometrical Transformations . 

 (1) Reflexion in the x-axis: If )','(' yxP is the reflexion of the point ),( yxP on the x-axis, then the matrix 










10

01
 describes the reflexion of a point ),( yxP in the x-axis. 

 (2) Reflexion in the y-axis : Here the matrix is 








10

01
  

 (3)  Reflexion through the origin : Here the matrix is 
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 (4)  Reflexion in the line  y = x : Here the matrix is 
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 (5)  Reflexion in the line y = – x : Here the matrix is 












01

10
 

 (6)  Reflexion in y = x tan  : Here matrix is 








 



2cos2sin

2sin2cos
 

 (7)  Rotation through an angle  : Here matrix is 
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 8.2.23  Matrices of Rotation of Axes .  

 We know that if x  and y axis are rotated through an angle  about the origin the new coordinates are 

given by  sincos YXx   and  cossin YXy   
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is the matrix of rotation through an angle  . 

 

Example: 43  Characteristic equation of the matrix 
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 (a) IAA 8203   (b) IAA 8203   (c) IAA 20803   (d)  None of these 

Solution: (a) The characteristic equation is 0||  IA  .  

 So, 0

442

331

311















 i.e. 08203    

 By cayley-Hamilton theorem , 08203  IAA  

Example: 44  The transformation due to the reflection of ),( yx through the origin is described by the matrix   

 (a) 
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Solution: (b) If  yx ,  is the new position  

 ,.0)1( yxx  ydxy )1(.0   
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 Transformation matrix is 












10

01
  

Example: 45 The rotation through 
0180 is identical to   

 (a) The reflection in x -axis (b) The reflection in y-axis (c) A point reflection (d) Identity transformation 

Solution: (c) Rotation through 
0180  gives xx   

 yy  .  Hence this a point reflection. 
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